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To the Editor:
We share Dr Hanna’s enthusiasm for ChatGPT and believe it will revolutionize teaching, but we also want to
highlight concerns standing in the way of greater impact.   

1. Overreliance. An overreliance on ChatGPT has the potential to stunt the development of critical thinking
and medical knowledge, similar to how excessive dependence on imaging studies can erode clinical
skills. Because the output is only as good as the input, ChatGPT may provide inaccurate information if
details are missing. For example, if a learner uses ChatGPT to create a differential diagnosis but fails to
recognize a critical physical exam [nding, the generated list will be incomplete.

2. Accuracy. Regardless of the user’s level of training, the output may not be accurate, as the tool may
struggle to distinguish between reliable sources and those propagating misinformation. Furthermore, its
knowledge is currently limited to data up to September 2021 and thus does not include the millions of
papers published since then. When training data are missing, ChatGPT can hallucinate, or generate new
information in the absence of real-world data. During one task, researchers were unable to locate 16%
(28) of the references cited by ChatGPT.  Accuracy is important because some are exploring whether the
tool can replicate the work of physicians. Another recent study evaluated ChatGPT’s performance on a
licensing exam and found that it achieved a passing score.  However, it still missed over one-third of the
questions, despite having access to vast medical references.

3. Bias. ChatGPT may teach learners the wrong lessons by perpetuating biases. For example, when asked
to suggest professions for people from different racial backgrounds, genders, and sexual orientations, its
predecessor (GPT-2) offered responses that reinforced stereotypes.  While more recent versions
(GPT-3.5) showed increased awareness, these concerns will remain as long as bias is endemic in the
training data.

4. Communication Breakdown. Because ChatGPT does not incorporate auditory and visual information, its
assessment of learners is limited. For example, a learner may report comprehension, though their tone
and facial expressions indicate otherwise.

Given the risks, efforts to integrate ChatGPT into teaching should be accompanied by evaluation, and we
recommend leveraging previously-published AI competencies.  Using this framework, teachers and learners
should be able to explain the tool, appraise the evidence behind it, identify appropriate indications for its use,
operate the tool effectively, communicate its output, and recognize adverse effects. Through this process, they
can identify the gaps in knowledge that require further investigation. Because ChatGPT can be used in a range
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of scenarios, the level of scrutiny required for implementation needs to be tailored, with a focus on more
rigorous evidence for use cases that directly affect student learning and patient well-being.

ChatGPT has garnered attention because of its ability to mimic humans. Unfortunately, because humans are
cawed and ChatGPT learns from humans, ChatGPT is cawed too. As a result, medical education researchers
are desperately needed to quantify and mitigate the risks and ensure that the tool’s adoption leads to better
training and health.
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