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ABSTRACT
Background and Objectives: The use of large language models and natural
language processing (NLP) in medical education has expanded rapidly in recent
years. Because of the documented risks of bias and errors, these artificial
intelligence (AI) tools must be validated before being used for research or
education. Traditional and novel conceptual frameworks can be used. This study
aimed to validate the application of an NLP method, bidirectional encoder
representations from transformers (BERT) model, to identify the presence and
patterns of sentiment in end-of-course evaluations from M3 (medical school
year 3) core clerkships at multiple institutions.

Methods: We used the Patino framework, designed for the use of artificial
intelligence in health professions education, as a guide for validating the NLP.
Written comments from de-identified course evaluations at four schools were
coded by teams of two human coders, and human-human interrater reliability
statistics were calculated. Humans identified key terms to train the BERT model.
The trained BERT model predicted the sentiments of a set of comments, and
human-NLP interrater reliability statistics were calculated.

Results: A total of 364 discrete comments were evaluated in the human phase.
The range of positive (30.6%–61.0%), negative (4.9%–39.5%), neutral (9.8%–
19.0%), and mixed (1.7%–27.5%) sentiments varied by school. Human-human
and human-AI interrater reliability also varied by school. Human-human and
human-AI reliability were comparable.

Conclusions: Several conceptual frameworks offer models for validation of AI
tools in health professions education. A BERT model, with training, can detect
sentiment in medical student course evaluations with an interrater reliability
similar to human coders.

INTRODUCTION
The use of large language models
(LLMs) and natural language process-
ing in medical education has expan-
ded rapidly in recent years.1,2 As
artificial intelligence (AI) has become
a more common and a more power-
ful tool, health professions educators
find more applications for it, such as
creating or editing content, personaliza-
tion of learning, and data analysis.3,4

A 2023 guide from AMEE (Interna-
tional Association for Health Professions

Education) identified several possible
applications for artificial intelligence
in health professions education (HPE)
research, including literature review, data
analysis, and qualitative text analysis.5-7

Available tools, such as ChatGPT, are
easy for an inexperienced user to engage
with, but their methods are opaque.5,8,9

This means that an HPE researcher can
input data into an online tool and get an
answer, but without knowing how the AI
tool arrived at that answer. A lower level
of expertise in a clinical content area has
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been associated with a higher level of trust in AI output,
suggesting that a user with less knowledge is more likely to
accept an AI response with lower face validity.8,10

AI output is not always reliable, and some errors,
particularly hallucinations, can be convincing and difficult to
detect.11,12 Fact-checking and triangulating data can validate
the output of text generation.13 However, when using AI
tools to perform data analysis, the methods and output
must be validated if the intention is to use the results to
make decisions.14

Validation of an LLM requires both internal validation
and verification of the AI tool’s performance, as well as
assessment of the validity of the tool’s output. The step of
internal validation of the LLM results in an understanding
of how accurately the LLM performs after training on a
dataset and testing on a second dataset; internal validation
measures whether the LLM produces output as expected.9

The assessment of validity for application is often reported
as a sensitivity, specificity, or other measure of comparison;
this step often uses an accepted gold standard. Various gold
standards are used, but consensus exists in medicine that
human-based validation is required due to the high stakes of
the application of the output.9,15

HPE applications are analogous. The AMEE guide
highlighted the importance of validating the AI model and
tool being used for HPE research because of the risk of errors
and bias.6,8,16-18 One place AI is used in HPE is student course
and clerkship evaluations.1,19 Evaluation data are used to make
decisions such as faculty promotion and course continua-
tion, which hold substantial stakes for students, faculty,
and institutions.

This study presents the validation of a natural lan-
guage processor (NLP) to identify the presence and patterns
of sentiment in end-of-course evaluations from M3 core
clerkships at multiple institutions. This study also presents
the gold standard analysis: the interrater reliability between
human identification of sentiment and LLM identification
of sentiment.

METHODS
An overview of the steps in the validation of the LLM and its
output appears in Figure 1.

Conceptual Framework for Validation

The Messick and Kane models are validation frameworks
used in HPE that can be applied to assess the accuracy and
reliability of LLM output for text analysis.20 A 2024 article
offered a series of questions authors, editors, and readers
should consider when approaching a study that uses an AI tool
for data analysis.9 These frameworks describe validation of AI
tools in the context of HPE (Table 1).

Data Analysis

The research team was composed of members from nine
US medical schools accredited by the Liaison Committee

on Medical Education or the Commission on Osteopathic
College Accreditation; each school contributed de-identified
course evaluations from core M3 clerkships for the 2022–2023
academic year. The validation dataset included de-identi-
fied written comments from four medical schools. Research
team members followed institution-specific requirements
for obtaining data without identifiable student information.
Institutional review board approval or a nonhuman subjects
waiver was obtained from each site.

Identification of the Sentiment Framework

Based on a review of the literature, the research team
determined three potential frameworks to identify sentiment
in written text: the Feelings Wheel, Plutchik’s Wheel of
Emotions, and the Emotoscope Feelings Chart.21-23 These were
each assessed for completeness and accuracy of emotions
in a sample of written comments from each school using
a separate validation process not reported here. Based on
this assessment, the Feelings Wheel was identified as the
preferred framework.

Identification of the Gold Standard

A sample of written comments from each of the four pilot
schools was included in the validation sample. Teams of
two human coders completed two rounds of coding using
the Feelings Wheel framework. Each team of two coders
independently coded comments from two schools. Each round
included comments from 20 respondents from each school.
Different schools used different prompts, and students wrote
responses of varying length and content. Thus, 20 written
responses could result in multiple instances of sentiment,
resulting in uneven numbers of comments identified from the
responses. For example, the prompt “What was the best aspect
of this clerkship?” generated a single response: “Resident
clinic was a valuable learning experience, and community
preceptors demonstrate a passion for teaching students.” This
would be analyzed as two comments: Resident clinic was
a valuable learning experience. And, separately, community
preceptors demonstrate a passion for teaching students.

The coders independently identified a primary senti-
ment: positive, negative, neutral, or no sentiment, and, for
comments with a positive or negative primary sentiment, a
secondary sentiment (Table 2). The coders then discussed
discrepancies with a goal of improving future consistency.
During this process, coders also identified the specific words
from the written comments that signaled sentiments. The
intention with two human codings was twofold: to create a
gold standard for the definition of the sentiment terms as
applied to the dataset, and to provide specific information for
training the LLM. Interrater reliability metrics were calculated
between human coders using Fleiss’ κ.

Large Language Model

We used different generations and varying sizes of LLMs.
These included the bidirectional encoder representations from
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transformers (BERT) family of models, which are primarily
trained using the masked language modeling paradigm, as
well as generative language models trained auto-regressively.
The generative language models showed more capabilities
in zero-shot and few-shot in-context learning, which made

TABLE 2. Example Written Comments With Sentiment Codes

Example
Primary
sentiment

Secondary
sentiment

“Working in the . . . clinic was the
best aspect of this clerkship where
I feel like I learned the most
practical and applicable material.”

Positive Proud

“Hit or miss rotations. Some
students shadow, others perform
procedures.”

Neutral N/A

“The amount of time provided to
complete the OSCE. Specifically the
note write-up was an issue for
myself and every peer that I talked
with.”

Negative Angry

“Really cool to learn about [skill],
but sometimes I kind of zoned
out.”

Mixed
Joyful
Disgusted

Abbreviations: N/A, not applicable; OSCE, objective structured clinical
examination

them a strong basis for further modeling and domain-specific
improvements. A traditional BERT model was selected because
it is a pretrained model and lighter version. It can be run
locally without using too many computer resources, while
other models, such as RoBERTa, are reserved for large datasets
and have longer training time. We opted against a generative
AI model such as ChatGPT or Gemini in order to use a model
compliant with the Family Educational Rights and Privacy
Act (FERPA).

The results of the human-identified gold standard were
then used to train the LLM to identify primary and secondary
sentiments. We trained BERT for sentiment prediction with
the following steps: (1) preparing labeled data, (2) tokenizing
with BERT’s tokenizer, (3) fine-tuning a pretrained BERT
model with a classification head, and (4) evaluating with
accuracy/F1 metrics.

Validation of the Sentiment

After two human coders established the gold standard for
the definition of the sentiment, the LLM was trained on the
gold standard. The LLM then independently coded a separate
validation sample of 20 responses per school. Two teams
of two human coders each also coded the same validation
dataset (20 responses per school, with each team responsible

FIGURE 1. Steps in Validation of the AI Tool for Identifying Sentiment in M3 End-of-Clerkship Evaluations

TABLE 1. Comparison of Two Traditional Validation Frameworks With an AI-Specific Validation Framework

Theory Messicka Kaneb Patinoc

Main focus
Unified theory of validity encompassing
evidence and consequences

Argument-based approach to
validation

Data-driven validation focused on model
behavior, bias, and robustness

Key components

• Content
• Response
• Internal structure
• Relation to other variables
• External consequences of testing

• Scoring inference
• Generalization inference
• Extrapolation inference
• Decision/action inference

• Dataset provenance and labeling
• Bias and fairness analysis
• Generalization and robustness testing
• Explainability and model transparency

Validation process
emphasis

Integration of evidence and theoretical
rationale

Construction of interpretive
argument and evaluation of
inferences

Empirical evaluation through dataset
audits, model performance analysis,
error analysis, and interpretability
assessments

Challenges Broad; difficult to apply uniformly Can be complex to implement fully
Not yet universally recognized; rapidly
evolving field; standards still developing

Application
Requires translation from HPE
terminology and background to
AI-based applications

Requires translation from HPE
terminology and background to
AI-based applications

Requires translation from AI terminology
to HPE applications

aKane MT. An argument-based approach to validity. Psychol Bull. 1992;112(3):527-535.
bMessick, S. Validity. In: Linn RL, ed. Educational Measurement. 3rd ed. American Council on Education and Macmillan; 1989:13-103.
cPatino GA, Amiel JM, Brown M, Lypson ML, Chan TM. The promise and perils of artificial intelligence in health professions education practice and
scholarship. Acad Med. 2024;99(5):477-481.
Abbreviations: AI, artificial intelligence; HPE, health professions education
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for two schools). Interrater reliability between the LLM and
the human coders was quantified using Fleiss’ κ to evaluate the
model’s performance relative to human raters.

RESULTS
A total of 364 discrete comments were evaluated. Significant
variations existed in the total number of comments (range 40–
162) per school and the number and percentage of sentiments
identified by human coders. The range of positive (30.6%–
61.0%), negative (4.9%–39.5%), neutral (9.8%–19.0%), and
mixed (1.7%–27.5%) sentiments varied by school (Table
3). Human-human and human-AI interrater reliability also
varied by school (range of Fleiss’s k: 0.658–1). In aggregate,
human-human and human-AI agreement were comparable
(range of Fleiss’s k: 0.640–0.945 (Table 4).

DISCUSSION
We found that a trained LLM could identify sentiment in
written comments from student end-of-clerkship evalua-
tions with a similar interrater reliability to human cod-
ers. We observed considerable variability across institutions
in sentiment distribution and interrater reliability, but
the summary data showed acceptable validity. This study
provides an example of the validation process for an AI tool
from both the artificial intelligence and the human applica-
tion perspectives.

Our approach started with determining human gold
standard of sentiment identification through multiple rounds
of coding before introducing an AI component. This initial
step served as a benchmark to compare against the AI
output, rather than assuming AI accuracy from the start. This

TABLE 3. Human Coder Results

School Total N
Positive
n (%)

Neutral
n (%)

Negative
n (%)

Mixed
n (%)

N/A
n (%)

School 1 121 37 (30.6) 41 (33.9) 23 (19.0) 2 (1.7) 22 (18.2)

School 2 162 49 (30.2) 64 (39.5) 23 (14.2) 4 (2.5) 9 (5.6)

School 3 41 25 (61.0) 2 (4.9) 4 (9.8) 10 (24.4) 1 (2.4)

School 4 40 23 (57.5) 3 (7.5) 5 (12.5) 11 (27.5) 0

Combined 364 134 (36.8) 110 (30.2) 55 (15.1) 27 (7.4) 32 (8.8)

TABLE 4. Human-Human and Human-AI Coding Results

Primary sentiment Fleiss’ κ 95% CIs Secondary sentiment Fleiss’ κ 95% CIs

Human-human

School 1 1 1.000 1.000 School 1 0.732 0.620 0.843

School 2 0.658 0.536 0.779 School 2 0.352 0.265 0.439

School 3 0.904 0.686 1.121 School 3 0.431 0.243 0.618

School 4 0.960 0.753 1.166 School 4 0.352 0.181 0.522

All four schools 0.845 0.773 0.917 All four schools 0.537 0.476 0.597

AI vs annotator 1 (AN1)

AI vs AN1
School 1

0.951 0.808 1.000 AI vs AN1-School 1 0.879 0.759 0.999

AI vs AN1
School 2

0.929 0.791 1.000 AI vs AN1-School 2 0.657 0.522 0.791

AI vs AN1
School 3

1 1.000 1.000 AI vs AN1-School 3 0.869 0.692 1.000

AI vs AN1
School 4

0.843 0.618 1.000 AI vs AN1-School 4 0.893 0.668 1.000

  All four schools 0.945 0.866 1.000   All four schools 0.888 0.819 0.958

AI vs annotator 2 (AN2)

AI vs AN2
School 1

0.951 0.808 1.000   AI vs AN2-School 1 0.697 0.576 0.817

AI vs AN2
School 2

0.864 0.752 0.976   AI vs AN2-School 2 0.478 0.359 0.597

AI vs AN2
School 3

0.904 0.686 1.000 AI vs AN2-School 3 0.475 0.282 0.668

AI vs AN2
School 4

0.794 0.570 1.000 AI vs AN2-School 4 0.640 0.407 0.872

  All four schools 0.845 0.766 0.923 All four schools 0.640 0.566 0.714

Abbreviations: AI, artificial intelligence; AN1, annotator 1; AN2, annotator 2; CI, confidence interval
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approach to validation can be used as a framework for other
educational researchers who plan to use AI tools.

AI Tools in HPE

One identified flaw of the use of LLMs is that the pat-
terns of errors and biases in any given tool and dataset
are unknown.24 When interpreting data created or analyzed
using AI, the AI tool must be trained and validated on the
dataset being analyzed. This step ensures that the inputs and
analysis provide reproducible, predictable, and transparent
results. Previous studies have shown heterogeneous evidence
of validation prior to the use of LLMs in medical research.25

AI tools are particularly appealing when the volume of
data is large and when existing methods for handling the
data would be cumbersome.26 This savings is reasonable only
if the output is also valid: if the results afford meaningful
contributions to decision-making.27 The correct AI tool must
also be selected. Our choice of LLM was based on factors
including its ability to perform the analysis, use of computing
resources, and FERPA compliance. FERPA compliance was a
strong factor in the selection of BERT; we used an internal
model that did not collect or share data. At the time of the
analysis, this was not a universal feature on most genera-
tive LLMs, and for privacy and safety reasons, we considered
it essential.

Course evaluation data often includes both numeric and
written comment data, which is often copious in volume.
Thus, these data are a tempting target for LLM application.
Student course evaluations are used for faculty promotion and
impact curriculum decisions.28,29 Given the stakes inherent
in the process of course evaluation, ensuring reliable output
is critical.

Validation

The goal  of  validation is  high-quality decision-mak-
ing,  which requires a reliable tool  and useful,  accurate
output.8,30  Our study demonstrated the use of  several  best
practices for  using LLMs in medical  education research.
Many purported uses of  AI  in medical  education train the
model  but omit  the step of  testing the output,  employ-
ing an empirical  trust  of  the AI  training process.9  The
potential  consequences of  forgoing validation include a
threat  to the validity of  both the method of  analysis
and the outcomes themselves.31,32  Human-based valida-
tion is  essential  in establishing the LLM’s reliability  and
generalizability  when applied to high-stakes decisions.

Interdisciplinary Collaboration

Interprofessional  collaboration is  expected in HPE.  This
study required experience and expertise in a range
of areas.  HPE faculty have the background in theory
and provide the conceptual  foundation;  clinical  faculty
support  the practical  interpretation and implementation;
and statistics  experts  provide methodological  and analytic
direction.  The research team included members with

backgrounds in HPE, clinical  medicine,  and statistics,
including expertise in LLMs.  As AI  becomes more
mainstream and is  integrated thoughtfully  and rigorously
into HPE research and practice,  high-quality  research will
require more collaboration of  this  kind.33  Similarly,  HPE
researchers will  need to be familiar  with AI  tools  and
techniques as they become more common in the literature
and in practice.

Limitations

Our evaluation has several significant limitations. This
study coded for the researchers’ interpretation of student
comments. Because we were using a de-identified dataset,
we were not able to ask students directly what their emotions
were at the time they completed the clerkship evaluations.
That would be the true gold standard.

Future Directions

While our pilot study demonstrated the feasibility of using
LLMs for emotional analysis in end-of-course evaluations,
it also highlighted the need for more research on this topic.
With the results of this pilot study, we intend to train the
NLP models with human annotations to more precisely and
accurately identify emotional language relevant to medical
education, our dataset, and the chosen frameworks.

CONCLUSIONS
With training, AI tools detect sentiment in medical student
course evaluations with an interrater reliability similar to
human coders.

PRESENTATIONS
This work was presented at the Association of American Medical
Colleges meeting, October 2024, Atlanta, Georgia.
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