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Abstract

Background: ArtiRcial intelligence (AI)-generated explanations about medical topics may be clearer and
more accessible than traditional evidence-based sources, enhancing patient understanding and autonomy.
We evaluated different AI explanations for patients about common diagnoses to aid in patient care.

Methods: We prompted ChatGPT 3.5 , Google Bard, HuggingChat, and Claude 2 separately to generate a
short patient education paragraph about seven common diagnoses. We used the Flesch Reading Ease
(FRE) and Flesch-Kincaid Grade Level (FKGL) to evaluate the readability and grade level of the responses.
We used the Agency for Healthcare Research and Quality’s Patient Education Materials Assessment Tool
(PEMAT) grading rubric to evaluate the understandability and actionability of responses.

Results: Claude 2 demonstrated scores of FRE (67.0), FKGL (7.4), and PEMAT, 69% for understandability,
and 34% for actionability. ChatGPT scores were FRE (58.5), FKGL (9.3), PEMAT (69% and 31%,
respectively). Google Bard scores were FRE (50.1), FKGL (9.9), PEMAT (52% and 23%). HuggingChat
scores were FRE (48.7) and FKGL (11.6), PEMAT (57% and 29%).

Conclusion: Claude 2 and ChatGPT demonstrated superior readability and understandability, but practical
application and patient outcomes need further exploration. This study is limited by the rapid development
of these tools with newer improved models replacing the older ones. Additionally, the accuracy and clarity
of AI responses is based on that of the user-generated response. The PEMAT grading rubric is also mainly
used for patient information leabets that include visual aids and may contain subjective evaluations.

Introduction
While use of artiRcial intelligence (AI) may have wide applications, many are untested, and their capabilities
must be examined before implementation into practice.  While generative AI (GAI) tools have not been
formally applied in practice, they are effective in teaching topics like glomerulopathies with an 89% accuracy
and are being used to create multiple-choice practice questions by both students and faculty members.
Furthermore, ChatGPT has been found to be effective at answering Rrst- and second-order medical questions in
various topics,  proving suecient medical knowledge and passing the multiple-choice United States Medical
Licensing Examination (USMLE)? The Implications of Large Language Models for Medical Education and
Knowledge Assessment, Step 1.  With these implications in mind, AI may be a tool that can be effectively
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utilized in medical education.

Patient education is an essential part of the physician-patient relationship especially when physicians help
inform patients of their pathologies. When patients have access to GAI tools, they may gain a better
understanding of their diagnoses. Medical students have determined that ChatGPT has clearer and more
organized explanations of medical topics than evidence-based sources, although the depth of knowledge of
these GAI tools has been limited.  It is hypothesized that GAI can generate patient-friendly explanations for
common primary care diagnoses, potentially improving patient understanding and engagement. This study
aimed to evaluate and compare different AI-generated explanations for common primary care diagnoses that
patients may use to better understand these diagnoses.

Methods
We prompted ChatGPT 3.5, Google Bard, HuggingChat, and Claude 2 separately to generate a short patient
education paragraph about common diagnoses that included hypertension, hyperlipidemia, type II diabetes
mellitus, hypothyroidism, gastrointestinal rebux disease (GERD), atherosclerosis, and vaccination. All four GAI
are based on different underlying large language models (LLMs), are free to use, and publicly available. The
same prompt was given to each GAI and responses were recorded immediately. Each question was asked in a
separate new instance and only the Rrst response was recorded.

Each response was individually assessed using Microsoft Word’s Readability Statistic software, which provided
a Flesch Reading Ease (FRE) and Flesch-Kincaid Grade Level (FKGL). The FRE evaluates text based on how
easy it is to read with a score of 60 to 70 being at a level that most adults can easily read and deRned as
“standard/plain English.” The FKGL approximates the grade level of the text. A higher score on the FRE
indicates a simpler response, while a lower score on the FKGL indicates a lower grade level. For example, a
FKGL of 8 indicates a reading level of around the eighth grade.

The responses were then assessed by the primary investigator using the Agency for Healthcare Research and
Quality’s (AHRQ) Patient Education Materials Assessment Tool (PEMAT) and its detailed criteria for grading.
This tool evaluates the understandability and actionability of patient materials in a systematic way that
determines whether patients can understand the material and act based on the material. The form speciRc for
print materials was used. An aggregate score based on the average scores across the seven different
diagnoses was determined for each GAI for comparison.

Results
Among the four GAI models, Claude 2 demonstrated the highest average FRE score (67.0) and the lowest FKGL
(7.4; Figure 1). Notably, all seven medical diagnosis categories produced by Claude 2 fell within the "standard/
plain English" category or easier, representing scores between 60 and 70 (Table 1). ChatGPT exhibited the
second highest FRE score (58.5) and FKGL (9.3), with three out of the seven categories meeting the “standard
English” category. Google Bard ranked third in readability with an average FRE score of 50.1 and a FKGL of 9.9,
however, none of its seven categories fell in the “plain English” range. Lastly, Hugging Chat presented the least
readable text (48.7 FRE and 11.6 FKGL).

Table 2 shows the assessment of understandability and actionability using the PEMAT. Claude 2 again
demonstrated the highest combined scores, averaging 69% for understandability and 34% for actionability
(Figure 2). ChatGPT followed with the next highest understandability and actionability scores of 69% and 31%
respectively, while Hugging Chat scored 57% for understandability and 29% for actionability. Google Bard
presented the lowest scores, registering 52% for understandability and 23% for actionability.
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Conclusions
GAI services can provide an opportune way for patients to enhance their autonomy with a strong understanding
of their disease. Previous studies found that ChatGPT creates signiRcantly easier questions than Bard or Bing
AI,  however regarding the readability and accessibility of patient explanations, the differences between the
GAI may not be signiRcant. While Claude 2 and ChatGPT demonstrated superior readability and
understandability, practical application and patient outcomes need further exploration. Furthermore, three of
the four GAI were able to generate explanations below the level of a tenth grader. Overall, this study
demonstrates that the availability of GAI models contributes to their utility for educating patients about their
diagnoses, both by providers as well as by the patients themselves. These AI tools can be integrated into
patient care by providing explanations during consultations or as part of after-visit notes, thus reinforcing
patient understanding and adherence to treatment plans. When deciding which GAI to use, it is important to
consider both the readability of the text that will be provided as well as the reading level of the target audience.

By placing more emphasis on self-directed and resource-driven learning that utilizes AI for eecient synthesis of
knowledge from different sources, both patient autonomy and quality of care could increase.  While the use of
AI in medicine carries a host of ethical and logistical challenges, it can also enhance a patient’s ability to learn
about their own disease.  There is an ongoing conversation about the application of these tools into medical
education with one possible route including their use to augment current education methods.  Some postulate
that the threats of GAI– including overreliance, accuracy, bias, and the problem of hallucinations (GAI
generating false information to answer a prompt) must be heavily considered and the use of GAI must be
heavily supervised.  To mitigate these risks, it may be useful refer to published AI competencies that can
help evaluate the tools in a controlled manner to prevent misuse in education.  While these GAI can provide
patients with an adequate learning tool, they may impact the physician-patient relationship. Two possible ways
to ensure positive AI use are to maintain GAI in an assistant role and adapt medical education to include AI
competence.

This study had several limitations, perhaps the biggest being the rapid pace of development of AI. As new
models continue to be trained and released for public use, the older models from which this investigation is
based on may no longer be in use. In addition, the accuracy and clarity of AI responses is based on the
prompt’s own clarity and wording.  Our study prompts were controlled by asking all four different GAI the same
prompt with new instances all on the same day. Another limitation lies in the PEMAT grading rubric. The AI
responses were assessed by the primary researcher and while attempts were made to follow the grading
criteria as closely as possible, there may be some subjective bias in how certain aspects of the responses were
rated. Furthermore, the reliability of the explanations was not assessed other than a Rrst look to conRrm the
explanations did not contain any false information. Further study is needed to evaluate the real-world impact of
AI-generated patient education materials on patient knowledge retention, behavior change, and overall health.
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